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**ABSTRACT**

**Soil nutrient prediction can be used as a key input to increase crop yield. The nutrient present in the soil plays the major roles in the healthy growth of the plants. There are many nutrients present in the soil such as ca, mg, s, …, etc. In this paper we are majorly focusing on the three macro nutrients present in the soil such as Nitrogen(N), Phosphorus(P), and Potassium(K) which are needed for healthy plant growth. Farmers do not have sufficient knowledge about the nutrient present in the soil. So, they apply large quantity of fertilizers in their field which leads to the depletion of nutrient content in the soil. Laboratory soil test is time consuming. Hence the goal of our project is to predict the soil nutrient using Machine Learning technique.** **The current study is to predict the fertility indices for soil nutrients such as Nitrogen, Phosphorous, Potassium using the regression method which are available. Specifically, there are 76 regressors which belonging to 20 families, including neural networks, deep learning, support vector machine regression, random forests, lasso and ridge regression, Bayesian models and so on.**
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1. **INTRODUCTION**

India stands second to have largest population in the world. Due to the increase in population the basic needs such as food, cloths, water, and more increases day by day. Agriculture is considered, as the primary source of food production. Around 70 percent of rural areas in India depends primarily on agriculture for their live hood [1].

Due to urbanization and industrialization the number of cultivable lands is decreasing. So, there is a need to increase the agricultural yield in a continual way without mistreating the environment. This is achieved by increasing the soil fertility by supplying essential nutrients in a sufficient amount at a right time to yield the healthy growth of the crops.

Mostly, the already existed approaches use machine learning (ML) to estimate the soil nutrient, but very little work has been done to predict region-specific soil nutrient based on soil parameters. Parameters such as soil type, soil nutrients (nitrogen, phosphorus, and potassium), micronutrients (iron, boron, and manganese), moisture, pH impact on the crop cultivation. Since the parameters differ for every zone [2].

Today smart farming is so evolved and influenced in the agriculture. It can also give the productive crops for the people. The data captured and exaggerated the role of machine learning algorithms in paddy rice production, by implementing the applications of machine learning strategists’ paper also sum up all the machine learning algorithms and gives outline to the overall management for the crop production. Smart farming helps farmers to get better understanding about the important factors such as water, topography, aspect, vegetation, and soil types.

1. **RELATED WORK**

The soil analysis can be achieved by various machine learning algorithms like extremely randomized regression trees which has a high accuracy. Some researchers evaluated the soil fertility for few villages by using the concept of pedo transfer function (PTF) [3].

Predict the value of the SOM (Soil Organic Matter) and Ph for the assessment of soil fertility. The vis-NIR Spectra to inquire the wavelength of the SOM and Ph of the soil [4]. The work is to combine the ML with the computer vision to analyse the crops images and checking the growth of the crop and quality of the crop [5].

The SWRC (soil Water Retention Curve) which is based on the SWRC curve. It is used to determine the conductivity, shear strength, and volume differences of unsaturated soils [6].

The authors used the —Boosted regression tree (BRT), crop yield prediction, Gaussian process regression (GPR)technique with the NVDI (normalized difference vegetation index) dataset to categorize the crop quality in the maize field [7].

By using DL models like SVM models the authors can develop the fertility level in the index positions for the soil organic carbons and soil nutrients level. The MRFO algorithm were used to boost the predictive performance of DL models and data splitting can be done into trained dataset and test dataset the final performance can be measured by the fusion models [8].

The feature extraction is the fed for all ML algorithms which are used to predict the suitable soil crops. the amin contribution is work with the modified recursive feature elimination (MRFE) technique to select key features for feature extraction and applying ML algorithm for prediction [9].

For the faster classification and prediction results using extreme learning algorithm. They used the neural network concepts to get the better results and prediction over the statistical method to analyse the overall performance of the soil they used the different DL models like (Gated Recurrent Units), DBN (Deep Believe Network). MRFO (Manta Ray Foraging Optimization) is the model which has a ability to predict the soil nutrient and pH level with high precision [10]. the authors examine the NVDI concept to find the feasibility of the sensed data and they developed the set of algorithms to formulate the changes in the model.[11]

The authors Ronny Hansch, Tomas Jadhuber have used the ML approaches for train and testing the data for the better accuracy. the used the RF(Random Forest ) algorithm to identify the soil permittivity of the given soil .the classify the ranges of soil permittivity for the different soils and predict the high volume flow in the soil .[12]Soil moisture is an important indicator which is used in analysing soil fertility. Recently, NASA used the microwave sensor to analyse the soil moisture with high precision. The global navigator satellite system reflectometry is a new technology which uses the GNSS signal which has the reflected property the surface produces the reflected signal that can be relevant to the permittivity the soil moisture can be detected by the strength of the reflected signal.[13]The aim of the work is to use the different dataset and various pre-processing techniques used for the spectroscopic method(VNIR-SWIR) to analyse the soil organic matter (SOC) and soil organic carbon level in the soil.[14]the VIS-NIR method is used to predict the potassium level in the soil. But most of the regression models provide the worst performance in the case of prediction. the researchers used the boosting algorithms to improve the performance of the algorithms [15].

1. **PROPOSED MODEL**

In this project, several machine learning algorithms like Naive Bayes, Random Forest, Support vector machine. The dataset has been collected. Among dataset they are trained dataset and testing dataset. The dataset contains macro nutrients like nitrogen, phosphorous, potassium and micronutrients like zinc, iron, copper etc. The code is implemented in Collab using python language. The aim is to predict the soil fertility using machine learning algorithm.

Algorithm

1.Start

2.Collect the dataset.

3.Read N, P, K values.

4.Import the Library.

5.Fitting the algorithm to training set.

6.X-> Independent variable

7.Y->Dependent Variable

8.Divide the dataset into training and testing data.

9.Divide

X\_train, X\_test, Y\_train, Y\_train.

10.Predict the N, P, K result.

11.Visualize the model.

12.Stop.

**A) Random Forest Algorithm**

Random forest is one of the supervised learning Algorithm. It groups various decision tree and join to get a more accurate and constant prediction. It is based on the basics of ensemble learning. The Algorithm help to reduce the problem of over fitting. Based on averaging it will predict the result.

1. Data pre-processing step.
2. Import the library.
3. Import the dataset.
4. Import the algorithm to the training set.
5. Extract the Independent and Dependent variable.
6. Divide the dataset into training and test set.
7. Predict the test result.
8. Visualise the graph.

Among the regression algorithm, Random Forest gives more accuracy than other algorithm.

**B) Decision Tree Algorithm**

The algorithm has both vertical and horizontal lines that are dividing the dataset according to the variable. In attribute selection measures (ASM) information gain and Gini index techniques were used.

1. Data pre-processing step.
2. Import the library.
3. Import the dataset.
4. Import the algorithm to the training set.
5. Extract the Independent and Dependent variable.
6. Divide the dataset into training and test set.
7. Predict the test result.
8. Visualise the graph.

**C) Support Vector Machine**

The aim of the SVM algorithm is to make the best line that can divide n-dimensional space into classes. The support vector used to decide the position of the optimal hyperplane. It is based on statistical learning theory.

1. Data pre-processing step.
2. Import the library.
3. Import the dataset.
4. Import the algorithm to the training set
5. Extract the Independent and Dependent variable.
6. Divide the dataset into training and test set.
7. Predict the test result.

8. Visualise the graph.

**D)Naïve Bayes Algorithm**

Naïve Bayes is one of the supervised algorithms that is based on the Bayesian algorithm to perform classification. It assumes that the occurrence of a particular attribute is independent of the occurrence of other attributes. It is an approach used for Classification due to its performance. The algorithm will predict based on the probability of the value.

1. Data pre-processing step.
2. Import the library.
3. Import the dataset.
4. Import the algorithm to the training set.
5. Extract the Independent and Dependent variable.
6. Divide the dataset into training and test set.
7. Predict the test result.

ml algorithm

1. Visualise the graph.

**E) Logistic or Ridge Regression Algorithm**

naive bayes

Logistic Regression Algorithm is one of the supervised machine learning. It helps to predict the categorical dependent variable using the dataset of independent variable. It is based on the concept of predictive modelling. The dependent variable should be categorical in nature. The independent variable should not have multi collinearity.

output prediction

1. Data pre-processing step.
2. Import the library.
3. Import the dataset.
4. Import the algorithm to the training set.
5. Extract the Independent and Dependent variable.
6. Divide the dataset into training and test set.
7. Predict the test result.
8. Visualise the graph.

The dependent variable should be categorical in nature. The independent variable should not have multi collinearity.

Dataset collection

Analyse and pre-processing the data

                                             
  
                                 

Train data

Soil fertility prediction

Naïve Bayes

Vector machine

Random forest

Test and evaluate the data

1. **RESULTS**

By using different machine learning algorithms, the various metrics accuracy has been predicted.

Decision tree:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | precision | recall | F1-score | support |
|  | 0.88 | 0.74 | 0.80 | 38 |
|  | 0.44 | 0.67 | 0.53 | 12 |
| accuracy |  |  | 0.72 | 50 |
| Macro avg | 0.66 | 0.70 | 0.67 | 50 |
| Weighted avg | 0.77 | 0.72 | 0.74 | 50 |

Naïve Bayes:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | precision | recall | F1-score | support |
|  |  | 1.00 | 1.00 | 5 |
|  | 0.80 | 1.00 | 0.89 | 4 |
| accuracy | 1.00 | 0.95 | 0.98 | 21 |
| Macro avg |  |  |  |  |
| Weighted avg |  |  |  |  |

Random forest:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | precision | recall | F1-score | support |
|  | 0.88 | 0.76 | 0.82 | 38 |
|  | 0.47 | 0.67 | 0.55 | 12 |
| accuracy |  |  | 0.74 | 50 |
| Macro avg | 0.67 | 0.71 | 0.68 | 50 |
| Weighted avg | 0.78 | 0.74 | 0.75 | 50 |

Support vector machine:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | precision | recall | F1-score | support |
|  | 0.97 | 0.79 | 0.87 | 38 |
|  | 0.58 | 0.92 | 0.71 | 12 |
| accuracy |  |  | 0.82 | 50 |
| Macro avg | 0.77 | 0.85 | 0.79 | 50 |
| Weighted avg | 0.87 | 0.82 | 0.83 | 50 |

1. **CONCLUSION**

Agriculture is a backbone of the Indian economy. Which is depends upon various parameters like Ph, Rainfall etc…. By considering results over all the soil dataset, random forest classifier algorithm is a most efficient algorithm with better accuracy. The soil fertility can be analysed by this algorithm and various macro nutrients like Nitrogen, Phosphorous, Potassium and some other micronutrients were predicted by using different parameters.
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